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HOW Al IS DIFFERENT

LIKE ANY OTHER NEW TECHNOLOGY, |F OUR SOLDIERS DON'T TRUST
IT, THEY WON'T USE IT. YET, Al HAS SOME IMPORTANT DIFFERENCES:

" A. SPEED AND ATTRIBUTION
B. THE “BLACK BOX”
C. Al AS A LEARNING SYSTEM
D. LETHAL AUTONOMY
E. GENERATIVE Al (GENAI)
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\O SOME RISKS AND CHALLENGES
A. ADVERSARIAL-AI; COUNTER-AI

Which impacts Is reflected in B' ALGOR’THM ’C B’AS

C. DATA SECURITY; PRIVACY &
FAIRNESS

D. INSUFFICIENT Al TEV&V
PROTOCOLS

E. INTERACTIONS BETWEEN LEGACY,
HYBRID, AND Al-EMERGENT SYSTEMS

F. Al DEMOCRATIZATION & PROLIFERATION
G. UNPREDICTABLE Al SYSTEM BEHAVIOR

H. UNINTENDED INFLUENCE ON HUMAN
BEHAVIOR (INCL. AUTOMATION BIAS)

I. FEARFUL PUBLIC PERCEPTION OF Al.

MANY PHENOMENA THAT

Al Sys'l'ems are as PEOPLE ARE INTERESTED IN
PREDICTING DO NOT HAVE

good as the data SIMPLE DEFINITIONS
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Responsible Al design is not
a one-and-done

- RETHINK NOT ONLY MODEL, BUT ALSO
REGARDING DATA, GOALS, ASSUMPTIONS AS WELL.
THE DESIGN
AND IS KEY!
OPTIMIZATION
OF WHOLE NEED: EXPERTISE.

SYSTEM Do not let decisions be left to the intuitions of
people without relevant expertise

WE DO NOT HAVE TO UNDERSTAND EVERY STEP IN THE ML PROCESS. WHAT WE DO HAVE TO UNDERSTAND,
HOWEVER, ARE THE CHOICES, ASSUMPTIONS, SIMPLIFICATIONS, AND TRADE-OFFS MADE BY THE PEOPLE WHO
DESIGNED THIS SYSTEM.

DOD Al ETHICAL PRINCIPLES

: DOD PERSONNEL WILL EXERCISE APPROPRIATE LEVELS OF JUDGMENT AND CARE, WHILE
REMAINING RESPONSIBLE FOR THE DEVELOPMENT, DEPLOYMENT, AND USE OF Al CAPABILITIES.

: THE DEPARTMENT WILL TAKE DELIBERATE STEPS TO MINIMIZE UNINTENDED BIAS IN' Al CAPABILITIES

: THE DEPARTMENT'S Al CAPABILITIES WILL BE DEVELOPED AND DEPLOYED SUCH THAT RELEVANT
PERSONNEL POSSESS AN APPROPRIATE UNDERSTANDING OF THE TECHNOLOGY, DEVELOPMENT PROCESSES, AND
OPERATIONAL METHODS APPLICABLE TO Al CAPABILITIES, INCLUDING WITH TRANSPARENT AND AUDITABLE
METHODOLOGIES, DATA SOURCES, AND DESIGN PROCEDURE AND DOCUMENTATION.

: THE DEPARTMENT'S Al CAPABILITIES WILL HAVE EXPLICIT, WELL-DEFINED USES, AND THE SAFETY,
SECURITY, AND EFFECTIVENESS OF SUCH CAPABILITIES WILL BE SUBJECT TO TESTING AND ASSURANCE WITHIN THOSE
DEFINED USES ACROSS THEIR ENTIRE LIFE-CYCLES.

: THE DEPARTMENT WILL DESIGN AND ENGINEER Al CAPABILITIES TO FULFILL THEIR INTENDED
FUNCTIONS WHILE POSSESSING THE ABILITY TO DETECT AND AVOID UNINTENDED CONSEQUENCES, AND THE ABILITY
TO DISENGAGE OR DEACTIVATE DEPLOYED SYSTEMS THAT DEMONSTRATE UNINTENDED BEHAVIOR.
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Data securty and | Adversara Al/
privacy | Counter-Al

4 Ethics,
Considerations

DoD

Principles Equitable

Governable || Traceable

DECISION SUPPORT

MASSIVE DATA MANAGEMENT
DEVICES
COMPUTING

Reliable | |Responsible
N

- Governable Partnership & Collaboration

LOE 5: Al ETHICS ¥ |

US ARVY

ARMY RAI Framework

* Responsible Leia:llng
« Equitable Military
* Traceable Ethics
* Reliable and Al

Safety”

-

Governance

The Army is committed to the design, development, deployment and use of Al
technologies in accordance with our nation’s values and the rule of law.
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RAI Touchpoints

1 Initial Risk
Purpose: Baseline project’s RAI
risk

2 Use Case/Metric Analysis
Purpose: Identify/Assess
Metrics/RAI Metrics

3 Model Analysis
Purpose: Compare model against
evaluation and RAI metrics

4 Deployment Assessment
Purpose: Ready for fielding-
decision, legal review, “ready to
use”

5 User Integration
Purpose: Ensuring that a
complete product is given

6  End User Feedback
Purpose: Identifying new
requirements/updates for
continued adjustments

7  Sustain
Purpose: Continuous monitoring
and feedback

Al LIFECYCLE RAI ASSESSMENT )*¢
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Design Develop

Apply metrics and
standards to evaluate
system performance
ongoing basis, if
ssary)

dentify use c its Develop business case Run RFl proces
relationshi sting [ for product and vendor; Secur
system/ ¢ s establ . conduct data audit for intemnal syst

Use

Trained end user
monitors outputs

Al, AN ECOSYSTEM OF DEDUCTIVE INDUCTIVE AND HYBRID APPROACHES, TOOLS FOR
NARROW, DATA-CENTRIC ENVIRONMENTS, IS HERE TO STAY, AND MILITARIES WANT TO
INTEGRATE Al INTO ALL PROCESSES FROM THE BACK OFFICE TO THE BATTLEFIELD.

GENERAL LACK OF EDUCATION ABOUT THE BENEFITS, LIMITATIONS, AND THE RISKS OF Al

NEED INTERDISCIPLINARY, USER CENTRIC TEAMS, ITERATING AND DOCUMENTING THE
CHOICES, ASSUMPTIONS, SIMPLIFICATIONS, AND TRADE-OFFS.

TEV/V NEEDS TO EVOLVE, ACCOUNT FOR Al RISKS
GENAIl IS A SUBSET OF Al TECHNIQUES
Al IS A SET OF TOOLS; WE ARE THE LIMFACI




Analytics

Analysis
Artificial Intelligence

Automation

Prescriptive
What should | do?

Predictive
What will happen?

Diagnostic
Why did it happen?

Descriptive
What happened?

. Human Input

Decision Action

Decision Automation

Decision Support

Value

Difficulty
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